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Creating New Histories of Learning for Math and Science Instruction:

Using NVivo and Transana to manage and study large multimedia datasets.

The growing importance of multimedia case studies in education research is placing increasing pressure on the scholarly community to engage in ever larger and complex studies. Just as in the case of the analysis of textual information, manual methods of coding and analysis of audio and video do not lend themselves to large-scale analysis. The development and spread of qualitative research tools designed to support the analysis of text both supported and encouraged this trend throughout the 90’s. 

ASCII-based qualitative analysis tools support linear media through the use of proxy documents. While this method works to make rough links to external data, it is both cumbersome and makes references to precise selections difficult to represent with very accurate proxy metrics and related replay devices. Newer tools that use WYSIWYG interfaces and allow for external links to other file viewers provide greater flexibility, but require that the accompanying media be manually edited to the analytically relevant selections. This means that the macro video analysis process needs to occur outside of the qualitative tool. It is also means that very fine-grained analysis of interaction such as conversation analysis is still outside the scope of the current field of commercial tools.

There are a number of specialized video analysis tools that have been developed over the past 10 years that are focused on the analysis of video and related transcripts. Some of these tools have emerged from large nationally sponsored research programs. Others are the creation of a single independent researcher who created a narrow tool in response to a particular problem in his or her research. In the US, examples of available tools of this sort were developed by Brian MacWhinney of Carnegie Mellon University [CLAN]
 and John Miller of the University of Wisconsin-Madison [SALT]
 to aid projects focused on the study of language development in children. Also coming out of the University of Wisconsin-Madison is a suite of software developed by the Digital Insight project team at the Wisconsin Center for Education Research. In Europe, there are several tools that appear to be widely used. Transcriber was developed by Claude Barras of the DGA, Paris. MediaTagger and the Spoken Childes Tool were developed by the Max Planck Institute for Psycholinguistics.
 There is at least one commercial tool – Sequence 5 – that provides statistical analysis of sequential data.
 In Australia, EMU, developed by Steve Cassidy, has a strong user community with ties to computational linguistics.
 All of these tools have emerged from individual research institutions.
 In all cases, the developers surveyed the tools available and decided to create custom tools to support either the immediate research team or a larger set of participants with highly similar research interests. 

Most of the developers of the tools listed above have grappled with the development choices QSR faced when branching their programming efforts into two different tracks – building both a scalable and a fine-grained analysis tool. In almost all cases, the developers of video analysis tools have chosen to address the needs of micro-level analysis. The research needs of the teams involved require that developments efforts support analysis at the atomistic level – that of the letter, phoneme, and video frame. These specialized tools are ideally situated to support the work of narrow disciplinary communities, but have had very limited commercial success  and, in the case of the free tools, little use at all outside of the original circle of developers. 

My analysis of the current state of affairs leaves researchers in education research with two gaps between their analytical needs and the tools available – particularly for those interested in developing video case studies of individual student learning. These problems are related both to the need to handle large data sets and the simultaneous need to work at the smallest grain size.

The first gap is sheer volume of video data education researchers need to manage. A single study of the implementation a new math curriculum for grades 3 through 5 has amassed 1,200 hours of video over the past 4 years as the team works to capture the math education of both the treatment and control groups in 3 classrooms in a single school. A single classroom will have approximately 120 hours of math instruction each year. The research team in this case wants to build what they call histories of learning for each of the 8 case study students in each of the treatment and control classrooms. They also must create histories of the teachers’ intellectual development as they are exposed to the treatment. The collection management procedures required to handle this much data efficiently make ad hoc file management systems inadequate for the task. In addition, the tools discussed above are intended to analyze individual media files. The analytical needs of the research project described here require that researchers need to be able to select small selections across dozens of individual classroom observation sessions. Research teams also need to be able to distribute the workload of searching large datasets. Multi-user tools quickly become a major requirement of projects faced with hundreds or thousands of hours of video to study. Other studies included in this work include a sub-sample of a national study of early childcare and a study of the impact of new multimedia- and web-based teacher professional development tools.

The other gap not addressed by the several video analysis tools identified above, is the need to extract analytically interesting selections for further analysis by other tools. This is an area where applications such as NVivo could benefit a great deal. In particular, a system that could represent analytically relevant segments of video and transcript s as URL’s or pointer files would be great step forward in linking large collections to desktop analytical tools.

The Digital Insight partnership is working along several paths in this area. First, we are working with the San Diego Supercomputer Center (SDSC) to support the management of large multimedia collections using the best collection architecture models and metadata schema practices currently available.
 Rather than relying on esoteric command line utilities developed for computer science professionals, we are including user management, collection access, and acquisition management within our analytical tools. Along these same lines, we are working with the TalkBank project based at Carnegie Mellon and University of Pennsylvania to take some of the best features of the tools we have developed, rewrite them using open source technologies, and field them for multiple platforms. This work is currently under way. The scenario presented here will demo the current state of the technologies in use and lay out the development path for the next two years.

The are several important aspects of this work that distinguish it from some of the earlier generations of tool development. First, there is no intention of creating the be-all, end-all of analytical tools. Some users will find the open source versions of CLAN or Transana adequate for their analytical needs. Others will use these tools for managing their collections and for creating case studies for further analysis in external tools. Finally, we will actively encourage other developers to take advantage of the released source code to suggest improvements and other extensions. We chose the open source path for a number of reasons. While there seems to be room in the market for a number of single user tools that support many different analytical approaches to qualitative data, there are very few individual researchers or small teams who have the resource to handle very large multimedia datasets in any sort of efficient, systematic way. The lack of any appreciable market for a large scale management and analysis system seemed to present a significant barrier to our own development efforts and to the efforts of the other developers working with similar analytical goals. What emerged from this situation was the realization that moving to open source development tools and multimedia technologies would allow us to distribute our software with few strings attached and to include a wide range of potential developers who would be interested in adding particular components.

The example discussed here comes from a field study of one area of a new grades 3 though 5 math curriculum that explores quilt patterns. The collection for this portion of the overall study encompasses approximately 60 hours of video data. Of that data, 32 hours has been identified as potentially the most interesting based on field notes of the observers, teacher lesson plans, and shooting notes of the videographers. This subset was fully transcribed for further analysis. In addition, the research team gathered digital photographs (3D QuickTime VR images where appropriate) of all student work at predefined time periods during the year. In many cases, the physical artifacts used in quilt making were gathered for more detailed analysis as well.

There were a number of important findings that are particularly well illustrated by this combined video and transcript analysis. First, students can often be seen working out ideas through gesture before verbalizing an opinion about a particular pattern or activity. Students also engaged in long explorations of notational schemes to describe their theories about the number of possible unique permutations of quilt patterns given a particular core square. The emergence of notational schemes can be seen in the large and small group interaction and in copies of individual student work. 

The following screen shot, is an example of the type of work in which analysts are engaged. The teacher (Carmen) is demonstrating two different ways to flip a core square – up and down. The students discover that the outcome is the same. They then decide to merge the two categories into the term Up-Down flip – indicating that the direction of the flip on that axis is irrelevant.
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The screen layout shows, beginning from the upper left and going clockwise, a video window, a database window that include file management and analytical coding.  There are several tools that include one or two of these features, but we find that this feature set works well for our users. The following window is a view of the database window. We organize our video data using the following high level labels. A series is made up of a set of episodes. Episodes are generally a single taping session – that is, a segment of continuous observation. In comparison to an NVivo data management structure, a series can be seen as a project and an episode would be represented a single document. This model is not entire consistent with the NVivo model, since the database can track any number of series simultaneously. This is one of the macro-analytic features that allow researchers to pare down large collections (including meta-collections of multiple individual research projects) into analytically relevant chunks.
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There is an analytical data management structure that parallels the Series-Episode model. An analytically interesting body of video and associated transcripts is called a collection. A collection is made up of a number of individual clips. As the term implies, a clip is a small section of data selected out of an episode that is analytically relevant. 

While the organization of clips is useful, it is not particularly helpful when one is attempting to test a particular theory or identify patterns in student-teacher interaction. We have employed an analytical tree structure that currently only allows two levels of hierarchy. One can define a keyword group and within that group a list of individual keywords. Keywords and keyword groups can also be given a longer description as an object property. 

There is one other feature that has a parallel in Nud*ist – the note field. Notes can be attached to series, episodes, collections, and clips. Notes follow these objects if they are renamed or cut and pasted elsewhere in the data management window. Other representation features include different methods of ordering collections and clips. They can be sorted in actual temporal order based on the date and time code associated with each episode or they can be ordered based on a ranking property that can be set on each clip object.

There are two search features available within Transana. The first is the text search. Text searching currently is only available within full transcripts. The next version of the tool will include global text searches that include both clip transcripts and all note objects. The other search feature is the logical combination (currently only and & or) of keywords. Search results are saved in a search results tree and are available for further analysis and application of additional keywords.
 The tree structure used in QSR (and other) tools break down with linear media. Temporal order is a dominant metaphor with this type of data. A reasonable method for applying or visually representing coding to spans of an individual clip – itself a unitary object – are not immediately obvious. 
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Based on our own exploration and user feedback, we are exploring interface features found in video and audio editing suites such as Sonic Foundry’s Acid, Apple’s Final Cut Pro, and Media100’s professional edition. These tools present linkages between different forms of linear media, still images, and text inserts. One could imagine managing a time coded transcript, several point in time and span of time coding views (a la coding stripes) that would provide a different form of visual reference for temporal coding.

While we have implemented a number of analytical tools, one of our driving principles is that of open source development and of open data standards. Our over-arching goal in the Digital Insight project is to develop a process model and socio-technical environment that supports a wide spectrum of use models and tools. 

Once a set of clips has been developed, the analyst will have two options. The first would be to leave the data in the Digital Insight environment and refer to each clip through a URL that links to that data chunk in the system. This URL could then be used in any online system for further analysis in any other package that allows for embedded URLs. Alternatively, one of the tools available within the SRB/MCat environment is the data cutter.
 The data cutter was created to allow researchers to excerpt any given portion of a linear media file from any starting time point to any given ending time point. In the case of the data used in this case, this means that the data cutter can interpolate an I-Frame at any given time code in an MPEG1 file and extract that segment as a new freestanding file and associated transcript. This allows researchers to export a particular analytically interesting sub-set out of the collection management system for off-line or other external use. In addition, since the work needed to create the URLs discussed above is essentially the same task, the work can be done with either task in mind and the work will have been done for either method of representation.

This use model for complex multimedia datasets is one of iterative exploration, analysis, and data reduction. The large amount of primary data outlined in the cases above requires a multi-pass approach that consistently winnows away less relevant data as one crafts a case (or set of cases). In the model proposed here, the first round is a review of field notes and records of lesson plans to identify the video segments most likely to yield interesting results. Many teams divide up the task of reviewing all of the data once again to review the selections made and ensure that nothing central to the research goals is left out. At this point, the remaining video would be introduced into the online digital video management system. In some cases, if the amount of data is manageable by the number of staff members available, team members would begin transcribing the data. Otherwise, a further round of viewing and further paring of the dataset would reduce the analytical dataset to an amount that would warrant some sort of transcription. It is important to remember, however, that choices made during this phase limit the data available to the researcher at finer levels of analysis.

The transcription effort can take several forms. One of the important aspects of Transana/MU is that it is a true multi-user application that allows teams to work on the same dataset independently. In the case of the example used here, the team represents several disciplines and approaches transcription from several directions. All video segments are transcribed as edited, corrected full-text transcripts. Transcripts are also created for the most analytically interesting sections using conversation analytic techniques that focus on utterances and turn taking. In addition, transcripts contain annotation of gesture and object manipulation where this of interest. It is important to note that video clips may have multiple transcripts associated with them. On transcript may focus on the manipulation of objects while another might be a verbatim transcript used for automated linguistic analysis. In this environment, the data management system sustains a many-to-one relationship between media clips and related transcripts. NVivo has relieved the frustration felt by researchers users of Nud*ist who were struggling over where to define text unit length. However, the decision of which documents to introduce into the system and which to leave out is the same challenge as that described above. 

We have created a simple example of what can be done moving from Transana to NVivo with the exported material. We have mapped out what would be required to write out video and rtf transcript files with a consistent naming structure that could be used in NVivo. We have also worked on a method for mapping keyword groups and keywords into a tree structure. But without a method for importing analytical structures, this would have to be manually recreated. We are also able extract technical descriptive information for all objects stored in the SRB. The system is aware of both the MIME attributes as well as physical characteristics such as resolution, color depths, frames per second, encoding method, etc. This data can be used to trans-code or post process data and would be available for export as document attributes. We are also moving to require basic Dublin Core descriptors for all files brought into the system. This standard allows us to be interoperable with most other major online multimedia cataloging and exchange initiatives. 

There are a number of efforts underway to allow for managing the storage of and access to multimedia data. The most notable of these ate the Open Archives Initiative
, the AMICO effort
, and the METS project
 at the U.S. Library of Congress. There are also efforts to support the exchange of data with analytical markups of different types. ATLAS (Architecture and Tools for Linguistic Analysis Systems) is a recent initiative involving the U.S. National Institute for Standards and Technology (NIST), the Linguistic Data Consortium (LDC) and the MITRE organization. The ATLAS project team is attempting to build an application programming interface (API) that would analysts to use different analytical tools to access the same dataset with no significant loss of analytical markup moving from tool to tool. The European Distributed Corpora Project (Eudico) is a hybrid effort that includes a browser-based interface to a collection management environment as well as the ability to do some editing of data stored in the system and engage in some limited analysis.
 Users would be able select particular data segments and customize the interface to present viewer technologies appropriate to their analytical needs – on the fly. 

Data exchange efforts between qualitative tools are currently quite limited. NUD*IST has the ability to both export tree nodes and run a command file that creates a node structure. Thomas Muhr has a small demonstration at the ATLAS.ti site
 that shows how one would use a the cross-platform transcription tool Transcriber (discussed above) to generate analytically rich, xml-based transcripts that can then be imported directly into ATLAS.ti. Analytical output can then be exported as xml documents for use in any other xml-aware tool. This project is moving forward at the level of the individual tool. The other ATLAS initiative is being supported by the TalkBank collaborative. It represents a large scale attempt to provide a method for exchanging data and some limited analysis between a set of utilities and computational research centers that normally work with large datasets only. 

The data exchange and analytical support efforts described above are at the macro and micro levels. Our work is focused at the meso level. How can individual researchers and research teams manage large multimedia datasets and extract from them meaningful subsets of analytically useful data. Digital Insight will not fill this gap by itself, but it is my hope that we can be one of the groups that begin to form a community of interdisciplinary research teams and that are taking on a piece of the multimedia analysis problem. By the middle of the summer, the open source version of Transana will be available and we hope to have funding to scale up to collaborate with a several research projects on building more research management and analytical tools. My work here is based on 10 years of using and teaching QSR tools. Digital Insight is my attempt to fill gaps between our research needs and the features we can find in commercial software.

� Computerized Language Analysis [CLAN] was developed as part of the CHILDES – Child Language Data Exchange System - project. See � HYPERLINK "http://childes.psy.cmu.edu/" ��http://childes.psy.cmu.edu/� 


� Systematic Analysis of Language Transcripts[SALT] grows out a long term research project based at the Waisman Center at the University of Wisconsin-Madison. See � HYPERLINK "http://www.waisman.wisc.edu/salt/" ��http://www.waisman.wisc.edu/salt/� 


� See � HYPERLINK "http://www.mpi.nl/world/tg/CAVA/mt/MTandDB.html" ��http://www.mpi.nl/world/tg/CAVA/mt/MTandDB.html� for information on MediaTagger and � HYPERLINK "http://www.mpi.nl/world/tg/spoken-childes/spoken-childes.html" ��http://www.mpi.nl/world/tg/spoken-childes/spoken-childes.html� for a description of the newer Spoken Childes Tool.


� � HYPERLINK "http://svn.scw.vu.nl/" ��http://svn.scw.vu.nl/� 


� See � HYPERLINK "http://www.shlrc.mq.edu.au/emu/" ��http://www.shlrc.mq.edu.au/emu/� 


� For a survey of linguistic annotation tools see � HYPERLINK "http://www.ldc.upenn.edu/annotation/" ��http://www.ldc.upenn.edu/annotation/� 


� The childcare study is based at the Wisconsin Center for Education Research and includes over 14,000 hours of both home and controlled setting video of 1,200 children over the past 11 years. The challenge in this case is building histories of approximately 45 children who have developed unanticipated behavioral problems. This group is to be compared to a random sample of subjects drawn from the remaining sample. This study requires that 1,600 hours of video be extracted and analyzed from the perspective of this new analytical goal. Older analyses are not only not adequate but are actively suspect since the architects of the research program did not predict the behaviors in question. The professional development study is a meta analysis of several different multimedia curriculum support software products and web sites and includes both observation of video of the teachers participating in the professional development themselves as well as video of the teachers’ use of the associated new multimedia curriculum tools in the classroom.


� Collection management at the facilities at SDSC are designed to provide a uniform interface for connecting to heterogeneous data resources over a network and accessing replicated data sets using the Storage Resource Broker (SRB) and Metadata Catalog (MCAT).  For more details, see � HYPERLINK "http://www.npaci.edu/DICE/SRB/index.html" ��http://www.npaci.edu/DICE/SRB/index.html�. There is a recent UK addition to the SRB development environment – the current project is in support of earth science only. The Grid “starter kit” now includes support for SRB resources located in UK – see � HYPERLINK "http://www.grid-support.ac.uk/" ��http://www.grid-support.ac.uk/�.


� The excerpt of the data I am showing here is a special subset of the analytical dataset that has explicit clearance for external viewing. This is an additional layer of concern that our work attempts to address by implementing a robust security system that links human subject data use documents to the actual data itself.  





� These two ways of flipping a square were defined in a previous segment. The students also agreed on a left-right flip after discovering that a left flip and a right flip led to the same outcome.


� Transana contains a number of usability aids for transcription. These include support for foot pedal devices that can be used inline with PS2 keyboards – with adjustable rewind windows. There are also a number of keyboard shortcuts and macros to support conversation analysis markup, speaker identification, and other custom formatting using rich text features. This allows users familiar with traditional tools to start using the software with little training.


� For more on the data cutter technology see � HYPERLINK "http://www.cs.umd.edu/projects/hpsl/ResearchAreas/DataCutter.htm" ��http://www.cs.umd.edu/projects/hpsl/ResearchAreas/DataCutter.htm� 


� The Open Archives Initiative has developed both new specifications for collection management systems as well as standards for linking existing relational database (legacy) system to newer systems. For more on their development efforts see � HYPERLINK "http://www.openarchives.org/" ��http://www.openarchives.org/� 


� Technical specifications for the Art Museum Image Consortium (AMICO) can be found at � HYPERLINK "http://www.amico.org/docs.html#Tech" ��http://www.amico.org/docs.html#Tech� 


� Details of the development of the Metadata Encoding & Transmission Standard (METS) are available at � HYPERLINK "http://www.loc.gov/standards/mets/" ��http://www.loc.gov/standards/mets/� 


� Details of the Eudico project can be found at � HYPERLINK "http://www.mpi.nl/world/tg/lapp/eudico/eudico.html" ��http://www.mpi.nl/world/tg/lapp/eudico/eudico.html� 


� � HYPERLINK "http://www.atlasti.de/xml/" ��http://www.atlasti.de/xml/� 
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